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A B S T R A C T   

Accurately predicting air pollutants, especially in urban areas with well-defined spatial structures, is crucial. 
Over the past decade, machine learning techniques have been widely used to forecast urban air quality. However, 
traditional machine learning approaches have limitations in accuracy and interpretability for predicting pol
lutants. In this study, we propose a convolutional neural network (CNN) model to predict the spatial distribution 
of CO concentration in Nanjing urban area at 10 m resolution. Our model incorporates various factors as input, 
such as building height, topography, emissions, and is trained against the outputs simulated by the parallelized 
large-eddy simulation model (PALM). The PALM model has 48 different scenarios that varied in emissions, wind 
speeds, and wind directions. The results display a strong consistency between the two models. Furthermore, we 
evaluate the performance of our model using a 10-fold cross-validation and out-of-sample cross-validation 
approach. This yields a robust correlation (with both R2 > 0.8) and a low RMSE between the CO predicted by the 
PALM and CNN models, which demonstrates the generalization capability of our CNN model. The CNN can 
extract crucial features from the resulted weight contribution map. This map indicates that the CO concentration 
at a location is more influenced by nearby buildings and emissions than distant ones. The interpretable patterns 
uncovered by our model are related to neighborhood effects, wind speeds, directions, and the impact of orien
tation on urban CO distribution. The model also shows high prediction accuracy (R > 0.8) when applied to 
another city. Overall, the integration of our CNN framework with the PALM model enhances the accuracy of air 
quality predictions, while enabling a fluid dynamic laws interpretation, providing effective tools for air quality 
management.   

1. Introduction 

Air pollution has been identified as the most significant environ
mental risk factor to health and well-being at the global scale (GBD, 
2019; WHO, 2023). Long-term exposure to poor air quality can result in 
pulmonary disease, heart disease, lung tumors, and stroke (Zhang et al., 
2014; Ghorani-Azam et al., 2016). Urban air pollutants (i.e., CO and 
NOx) exhibit significant spatial heterogeneity due to unevenly distrib
uted emission sources, complex flow patterns and topography, and 
physicochemical transformations. It is noteworthy that these variations 
can be substantial, even over relatively short distances, ranging from 10 
m to 1 km (Li et al., 2023; Jiang et al., 2021; Apte et al., 2017). 
Therefore, incorporating high-precision spatiotemporal characteristics 
of air pollutants into air quality prediction models is crucial for effective 

air pollution prevention (Yang et al., 2021; Wei et al., 2022). 
Large-eddy simulation (LES) models are extensively applied in 

various cities to examine turbulent flows and air pollution in recent 
years (Letzel et al., 2008; Zhang et al., 2021). Compared to conventional 
air quality models, such as Gaussian model, AERMOD, CMAQ, and 
ADMS-Urban (Biggart et al., 2020; Rood, 2014), the LES models dem
onstrates enhanced proficiency in capturing turbulent structures and 
eddies due to its superior ability to account for turbulent eddies and 
higher resolution, thereby providing a significant advantage in 
addressing turbulence-related issues (Sun et al., 2016; Wolf et al., 2020). 
For instance, Zhang et al. (2021) developed an air quality model with a 
10-m resolution for traffic-related carbon monoxide (CO) distribution 
based on parallelized large-eddy simulation model (PALM), uncovering 
a detailed geographic dispersion pattern of air pollution both within and 
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around the road network. However, the PALM model still faces chal
lenges such as extended computation times, elevated costs, and the 
inability to integrate real-time weather data. 

Compared to traditional atmospheric models, machine learning 
techniques (ML) offer a more efficient, precise, and cost-effective 
approach to simulate all pollutants without relying on pollution in
ventories (Feng et al., 2019; Bozdag et al., 2020; Zhong et al., 2021). In 
comparison to traditional ML models, such as support vector machines 
(Liu et al., 2022a, b) and decision trees (Hu et al., 2017), convolutional 
neural networks (CNNs) exhibit considerable strengths in feature 
extraction, managing high-dimensional data, and addressing complex 
nonlinear relationships (LeCun et al., 2015). Air pollutant forecasting 
faces a high uncertainty due to its complex generation mechanism and 
influencing factors such as meteorology, emissions, and urban 
morphological characteristics (Tian et al., 2014; Li et al., 2019; Wu et al., 
2022). CNNs can effectively extract these features through extensive 
data training (Kow et al., 2020) and perform nonlinear transformations 
of the input features through multiple layers to reduce this uncertainty. 
For example, Zhang et al. (2020) proposed a deep spatio-temporal 
orthogonal regularization residual CNN model for air prediction, 
which is designed to capture the complex relationship present in 
dynamically biased meteorological data. Nevertheless, despite the pro
ficiency of CNNs in feature extraction, their complex internal mecha
nisms often render them as “black box” models, making their 
decision-making process difficult to interpret. So, the current chal
lenges in ML-based air pollution prediction include reliance on manual 
feature engineering, the lack of high-quality data, limited spatial reso
lution, and the difficulty in interpreting results (Liu et al., 2022a, b). 

Our goal is to combine the CNN and PALM models to overcome 
limitations such as insufficient training data and the computational time 
and cost associated with PALM simulations. Our innovation approach 
uses the high-resolution, spatially complete outputs of the PALM model 
to train the CNN model. This configuration permits pollutants prediction 
across the entire modeling domain, rather than being restricted to 
monitoring sites alone (Liu et al., 2021a). The aim of this study is to: i) 
develop a high-resolution (10 m) CNN model that combines PALM re
sults and urban morphology data for predicting traffic-related air quality 
in Nanjing urban area; ii) evaluate the performance and generalization 
of our model with cross-validation methods; iii) analyze the contribution 
patterns of the weights of the topography and emissions to gain a deeper 
understanding of how the network interpret this information. We also 
discuss the implications of our CNN model in other cities, aiming to 
provide efficient data support for urban air quality management. 

2. Methodology 

2.1. LES-based prediction models 

In this study, we use the PALM model (version 4.0, revision 3689) to 
simulate the dispersion of traffic-related emissions in the urban area of 
Nanjing, China. The PALM model, developed by the PALM group at 
Leibniz University Hannover (Maronga et al., 2015), is grounded on the 
incompressible Navier-Stokes equations in their 
Boussinesq-approximated form. The model is explicitly developed as a 
turbulence-resolving Large Eddy Simulation (LES) model system, with 
an optimization for high-performance computing. For a detailed un
derstanding of the PALM model and its initial configurations, please 
refer to our previous work (Zhang et al., 2021), which provides a 
comprehensive explanation of the PALM model implementation. In this 
study, carbon monoxide (CO) is chosen as a representative pollutant due 
to its relatively long lifespan, which can extend from several months to 
years. 

The study area is located at 32.07◦ N and 118.72◦ E (Fig. 1). The grid 
resolution of the model is set at 10 m, with a grid size defined as 960 ×
960 × 48. To mitigate the interference induced by building structures, 
we have incrementally stretched the grid vertically by a factor of 1.1 

across 48 vertical layers reaching ~1000 m a.s.l., which is more than 3 
times of the highest building within the model domain. Fig. S1 displays 
the distribution of mean CO concentrations in Nanjing urban area under 
two emission scenarios, as simulated by the PALM model. Given the high 
computational demand of the model, we confined our simulation to 
eight wind directions, each 45◦ apart (N, NE, E, ES, S, SW, W, and NW). 
We also select 3, 6.5, and 10 m/s to represent low, median, and high 
wind conditions, respectively (He et al., 2018), resulting in a total of 48 
scenarios. Each scenario is run for 3 h with a time step of 6 s. In each 
simulation, we preserve a consistent state of wind forcing and emissions. 
This methodology required a period of convergence for the solution, 
indicating that the simulations were conducted within static boundary 
conditions. The preliminary 2 h of every model run were allocated to the 
stabilization of the model’s turbulence. We use the hourly average of the 
third hour for our analysis, which represents the steady-state. All data 
have been utilized for training and prediction, allowing the model to 
better learn the patterns within the dataset. To assess the model’s 
generalization capabilities on unseen data, we will validate it using a 
completely new dataset that differs from previous scenarios. 

2.2. CNN input data 

We select three types of data as input variables for our model, 
including building heights, topography, and CO emission rates (Fig. S3). 
The topography of Nanjing is the sum of two components: baseline 
elevation and building heights. The emission data is calculated using the 
“standard road length” method, which assigns total traffic emissions to 
individual roads based on different road types and traffic flows (Zheng 
et al., 2009). Leveraging the CO traffic emissions data during peak and 
non-peak hours, in conjunction with traffic flow data in Nanjing urban 
area, we derive the high and low emission rate data for CO. Simulta
neously, these road emissions data are interpolated into grid points that 
align with the PALM model parameters. For detail information on the 
specific data sources and the methodologies employed for processing 
these input data, kindly refer to Zhang et al. (2021). 

2.3. CNN structure 

Fig. 2 presents an in-depth visualization of our CNN model’s work
flow. Before performing convolutional operations, we normalize the 
input data by rescaling it to a uniform range of 0–1, which serves to 
mitigate the impact of different scales and dimensions between variables 
on the model’s performance. Additionally, we employ a lambda function 
to segment the input data into emissions, buildings, wind speed, and 

Fig. 1. Model domain with the locations of CO monitoring sites. Red stars are 
the locations of stationary stations belonging to the national air quality mea
surement network of China. Map credit: ESRI 2020. 
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wind direction. In past experiments, we faced difficulties in training the 
CNN model to comprehend the importance of wind direction. Specif
ically, we struggled to simulate the characteristics of plume formation in 
the downwind direction accurately. Therefore, we pre-rotate all the 
input data to a west wind to ensure consistent and effective training. For 
example, the input data such as building height and emissions are 
rotated 90◦ anticlockwise for a north wind scenario, 90◦ clockwise for a 
south wind, etc. Nevertheless, rotation may lead to the loss of some 
features, such as the emergence of blank spaces at the edges of the 
rotated images. To mitigate this effect, we employ edge padding and 
cropping to reduce the loss of information. 

We incorporate five convolutional layers with 64 filters each to 
extract intricate features. To avoid overfitting, we apply L2 regulariza
tion (Lambda = 1e-4) to the kernel weights. We use the Adam optimizer 
to efficiently adjust the learning rate to optimize weight updates based 
on the data. Feature extraction is achieved through multiple several 
convolutional layers with varying kernel sizes (LeCun et al., 2015). In 
the first layer, we employ a convolutional kernel of size 21 × 21 and 64 
convolutional filters (Figs. S3a and 3b). This is succeeded by batch 
normalization and a Rectified Linear Unit (ReLU) activation function. 
The second layer uses a 41 × 41 convolutional kernels (filters = 64), 
following the same steps as the first layer. In the third layer, the con
volutional kernel size is increased to 61 × 61, while maintaining 64 
convolutional filters. Finally, the output features derived from each 
convolutional layer are amalgamated, yielding a comprehensive feature 
map that encapsulates a broad spectrum of extracted information 
(Fig. 2). In addition to adjusting certain meta-parameters like the 
number of convolutional layers, we have also explored adjustments to 
various factors, including the size of the convolution window and the 
number of channels. We are currently using the optimal configurations 
determined through these experiments (Table S1). 

We deploy our CNN model forecast framework on a personal 
computing platform with eight virtual central processing unit (CPU) 
cores (Intel Core i58250U CPU at 1.6 GHz). The CNN model is run and its 
results are processed using Python 3.8.8. The Keras and TensorFlow 
packages are installed for this operation. Also, the Scikit-learn library 
(version 0.20 or higher) and TensorFlow (version 2.0 or higher) are 
required for this procedure. 

2.4. Convolutional layers 

Convolutional layers are an essential component of CNNs models, 
serving the purpose of extracting features from input data, such as im
ages (LeCun et al., 2015). The convolution process calculates the dot 
product of a moving filter and the input data, resulting in a feature map 
that captures spatial relationships among the input features. Weight 
sharing is a method used in CNNs to decrease the model’s parameter 

count (Fang et al., 2017). This method uses the same weights across 
numerous input patches, preventing overfitting of the training data 
(Sharma et al., 2019). The weights of our CNN model are initialized by 
the Xavier method, which scales the weights based on the number of 
units connected to a node (Glorot and Bengio, 2010). This approach 
aims to maintain consistent variance in the inputs and outputs, thereby 
preventing the vanishing or exploding gradients phenomenon during 
training. Gradually, each convolutional filter becomes attuned to spe
cific visual features such as edges, corners, or color patches. These fea
tures may combine into more complex patterns in the deeper layers of 
the network, enabling the CNN to perform sophisticated image recog
nition tasks. 

The convolution layers in our CNN model apply a kernel across the 
input using 1-pixel strides. The convolution operation, executed without 
padding, guarantees that the kernel stays within the input boundaries. 
Through this process, each input segment is multiplied by the kernel’s 
weights. Given an input matrix ‘I’, a ‘k × k’ filter matrix ‘F’, and a bias 
‘b’, the computation for each element ‘E’ in the feature map can be 
expressed as follows (Palsson et al., 2017): 

E=
∑

(I[i, j] ×F[i, j]) + b (1)  

where I [i, j] denotes the element at the ith row and jth column in the 
local region of the input. F [i, j] refers to the element at the ith row and jth 
column in the filter matrix F. The term (I [i, j] × F [i, j]) calculates the 
sum of the element-wise multiplication between the local input region 
and the filters. The bias term b is added to the convolution results. 

2.5. Cross-validation 

We employ two types of cross-validation methods to assess the per
formance of our model, including 10-fold cross-validation and out-of- 
sample cross-validation. K-fold cross-validation is widely used for vali
dation the model performance as it effectively mitigates overfitting in 
comparison with other cross-validation techniques (Lu et al., 2021a, b). 
For our study, the entire dataset is randomly divided into 10 subsets, 
with one subset serving as the testing set and the remaining nine as the 
training set. This process is repeated 10 times, with a different subset 
chosen as the test set each time. By evaluating the model multiple times 
on different data subsets, we reduce the variability in performance es
timates due to different data partitioning strategies. The coefficient of 
determination (R2) and root mean squared error (RMSE) are selected as 
the primary metrics for assessing prediction accuracy. The second 
approach, out-of-sample cross-validation, is implemented using three 
entirely new wind scenarios (157.5◦, 2 m/s; 247.5◦, 4.75 m/s; and, 
67.5◦, 8 m/s) to evaluate the model’s predictive capabilities and 
generalization. The R2 and RMSE are also used as predictive indicators. 

Fig. 2. Workflow of the CNN model.  
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3. Results and discussion 

3.1. Spatial forecast performance 

Fig. 3 presents the CO spatial distributions predicted by our forecast 
model. We divide the simulation results into two general scenarios, peak 
hours emissions and non-peak hours emissions, with the PALM and CNN 
results displayed on the left and right respectively. Within the same 
emission scenario, the simulated CO concentrations are significantly 
lower for high wind speed pairs compared to low wind speeds. As 
depicted in Fig. 3, both the PALM and CNN models predict elevated CO 
concentrations on roads compared to off-roads, with major roads 
exhibiting higher levels than secondary roads (Wang et al., 2021). 
However, the variation in CO distribution among the eight wind di
rections is minimal (Zhang et al., 2021). The high correlation coefficient 
(R2 = 0.96) between mean CO concentrations predicted by both the 
PALM model and CNN models indicates a high degree of accuracy in 
urban pollutant prediction offered by the CNN model (Fig. 4). Fig. S4 
presents correlation heatmaps that illustrate the relationship between 
the predicted CO concentration data points from the PALM and CNN 
models across 48 scenarios. The heatmaps reveal strong correlations 
with r values ranging from 0.90 to 0.93 and low RMSE [0.04–0.19]. 
These findings highlight the high accuracy of our CNN model. 

Several factors contribute to this enhanced performance. Firstly, 
compared to traditional methods, CNNs possess superior capabilities in 
automatic feature extraction, handing high-dimensional data, param
eter sharing, and translation invariance (Alzubaidi et al., 2021). Sec
ondly, by integrating high-resolution prediction inputs such as building 
height, topography, and emissions, and PALM outputs, our model can 

Fig. 3. Spatial distribution of CO concentration predicted by the PALM (left) and CNN models (right) under two emission scenarios (peak and non-peak hours 
emissions), three wind speeds (high, medium, and low), and eight wind directions (N, NE, E, ES, S, SW, W, and NW). We also rotate and center cropping the inputs 
and outputs of the PALM and CNN model. 

Fig. 4. Correlation coefficient of mean CO concentrations predicted by the 
PALM and CNN models. 
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efficiently capture the real urban environments and the nonlinearity of 
atmospheric physics laws like atmospheric turbulence (Wright et al., 
2022). 

3.2. Model evaluation 

Our CNN model outperforms the linear model across three variable 
inputs with 10-fold cross-validation. The random 10-fold CV R2 of our 
CNN model is 0.86 ± 0.01, and the CV RMSE is 0.41 ± 0.20 mg/m3. This 
indicates a strong correlation of CO concentration predicted by the 
PALM and CNN models, demonstrating the CNN model’s predictive 
accuracy. Moreover, we observe that constraining the prediction vari
ables, such as reducing wind direction, wind speed, or emission sce
nario, resulted in a marginal decrease of 0.01 in the R2 score, while the 
RMSE values increased by 0.01 mg/m3. These findings demonstrate the 
importance of these predictor variables in our model’s predictive 
accuracy. 

We also simulate three new wind scenarios that are completely 
different from the previous training data. The heatmaps presented in 
Fig. 5 and Fig. S5 depict the correlation between the predicted CO 
concentrations from the PALM and CNN models under three different 
wind fields. The subsequent results reveal R2 and RMSE values for wind 
speeds of 2 m/s (R2 = 0.803, RMSE = 0.534), 4.75 m/s (R2 = 0.833, 
RMSE = 0.163), and 8 m/s (R2 = 0.688, RMSE = 0.153). These results 
suggest that our CNN model outperforms other machine learning models 
in conditions of lower wind speed, with R2 values surpassing those re
ported by Chen et al. (2023) (R2 = 0.72–0.78) and Lu et al. (2021a) (R2 

= 0.66–0.80). 
However, our CNN model does exhibit certain limitations, such as 

the mislabeling of the plume on Xuanwu Lake. Given the lake’s rela
tively flat surface, this mislabeling appears to be confined to a small, 
localized area. Nonetheless, the model accurately represents the primary 
characteristics of architectural occlusion across the majority of the map. 
Despite the map retaining the fundamental elements of occluded 
buildings, the model falls short in comprehending some of the hyper- 
localized details. The performance of the CNN model can be further 
enhanced by expanding the sample size and implementing analytical 
techniques such as feature engineering (Xing et al., 2020). 

3.3. Computational efficiency analysis 

Table 1 compares the difference in runtime and memory usage be
tween the PALM and CNN models. The PALM model exhibits an average 

runtime of 16.7 h, in stark contrast to the CNN model, which necessitates 
a mere 120 s (over 103 time faster than the PALM model). For memory 
consumption, the PALM model requires, on average, 19285.7 MB, 
compared to the CNN model’s modest requirement of 917 MB, which 
constitutes approximately 4.75 % of the PALM model’s memory 
footprint. 

Research conducted by Jurado et al. (2022) has explored the synergy 
of computational fluid dynamics (CFD) and deep learning models, spe
cifically multiResUnet, to simulate a 150 × 150 m2 area. Findings 
indicate that deep learning-based predictions significantly surpass the 
CFD model in computational efficiency. In contrast with the CFD 
approach, our PALM model harnesses parallel computing to efficiently 
manage larger-scale computations and addresses more intricate resolu
tion schemes, enhancing operational efficiency. While the multiResUnet 
model, when integrated with CFD, achieves high-accuracy predictions, 
its performance in predicting high-resolution pollutants at larger scales 
requires further validation. Our CNN model, which builds upon the 
PALM framework, promises to deliver faster and more precise pre
dictions for large-scale, high-resolution scenarios. 

3.4. Feature map 

Upon analyzing the weight contributions in Fig. 6, our CNN model 
reveals significant interpretive patterns for topography, particularly 
building height. For example, matrices [1, 1], [2, 2], and [7, 5] display 
localized neighborhoods, indicating that CO concentration at a location 
is more influenced by nearby building height rather than distant ones. 
This emphasizes the barrier effect that buildings have on CO dispersion 
(Hajra et al., 2011). Additionally, matrix [1, 5] and [7, 1] show higher 
weights on the left side, while [1, 6] and [5, 2] exhibit the opposite 
trend. This pattern can be attributed to the convective effect of westerly 
winds, which blow stronger on the windward side of buildings than on 
the leeward side. When building height differences exit, flow patterns 
form, accumulating pollutants on the leeward side (Fu et al., 2017). 
Moreover, directional patterns in matrices [8, 1], [6, 2], [6, 5], and [2, 
6] suggest that CO concentration is also influenced by building and road 
orientation. All of these influencing factors and features align with the 
findings from our PALM model (Zhang et al., 2021). However, some 
features are not well explained. For instance, the topography weight 
contributions in matrices [2, 3], [1, 3], and [3, 7] do not exhibit a 
discernible pattern. This lack of clear patterns implies that CO concen
trations may depend on complex combinations of various factors, 
including emissions, building height, terrain, wind direction, and wind 

Fig. 5. Comparison of predicted CO concentration distributions by the PALM and CNN models in Nanjing (a and b) and Dongguan (c and d). The correlation 
heatmaps on the right illustrates the relationship between all data points of CO concentrations predicted by both the PALM and CNN models under these 
new scenarios. 
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speed (Liu et al., 2021b). 
Fig. S6 displays the contribution matrix of the first layer CNN 

weights for emissions. Notably, matrices [2, 2], [1, 2], [2, 3], [6, 5], and 
[8, 8] exhibit a distinct center effect, indicating that emissions in the 
vicinity of a point have a greater impact on CO levels compared to those 
farther away (Wang et al., 2021; Biggart et al., 2020). Furthermore, 
matrices [5, 4] and [4, 6] effectively capture the absence of traffic 
emissions in Xuanwu Lake, highlighting the robustness of our CNN 

model in extracting this feature. Additionally, the left weights in 
matrices [2, 5] and [2, 8] are noticeably higher than the right side. This 
suggests that wind direction influences the transport of emission, 
consequently impacting the distribution of CO. The emission matrix also 
helps identify roads with elevated emissions, such as Huju Road, which 
is extracted by the weights in matrix [5, 2]. This is also consistent with 
the results obtained from our previous observations (Wang et al., 2021). 

To better understand the influence of different features on prediction 

Table 1 
Comparative analysis of computational efficiency across various models.  

Models  Runtime, s Memory, MB Resolution, m Domain CPU Reference 

PALM mean 60224.71 19285.69 10 960*960 120 This study 
STD 25753.83 608.24 
median 57251.50 19316.38 

CNN  120 917.10 10 960*960 8 Jurado et al. (2022) 
CFD  14400 – 1 200*200 48 Reiminger et al. (2020) 
multiResUnet  22 – 1 150*150 – Jurado et al. (2022)  

Fig. 6. The weight contribution from the first layer of the CNN model for topography. The matrix, denoted as F [i, j], represents the diverse features that each filter 
learns as it convolves across the entire study area, with ‘i’ rows and ‘j’ columns. The range for ‘i’ and ‘j’ is from 1 to 8, with the upper left cell being [1, 1]. The weights 
are normalized to a specific range [-0.025, 0.025]. Typically, red indicates higher positive weight contribution values, while blue denotes higher negative values. 
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outcomes and to discern the saliency of individual features, we 
employed saliency map in our analysis (Simonyan et al., 2014). Fig. S7 
presents the significance plots of various input features under a selected 
scenario (247.5◦, 4.75 m/s). The figure elucidates the differential im
pacts of topography, emissions, and wind characteristics on the model’s 
CO predictions. The saliency maps for topography and wind features 
suggest a stronger influence on the model’s predictions in on-road sit
uations compared to off-road ones. However, the impact of emission 
features on predictions appears more intricate, being affected by a 
multitude of factors such as roadside vegetation, building heights 
(Zhang et al., 2021). In summary, the CNN model utilizes weight 
contribution matrices and saliency map to identify and analyze patterns 
or features within the PALM model results, as well as the input data. The 
weight patterns reveal that higher accuracy of the model can be ach
ieved by aligning all wind directions to a single orientation and incor
porating topography or emission parameters. Furthermore, the weights 
demonstrate that our CNN model can effectively learn features related to 
physic-laws within the PALM model on a fine scale, and can predict the 
spatial distribution of pollutant concentrations comprehensively (Liu 
et al., 2022a, b). 

3.5. Model application 

We have implemented the pretrained CNN model in Dongguan, 
Guangdong province. Fig. S8 shows the model domain. The model res
olution remains the same as that in Nanjing (10 m), with a grid size of 
960 × 960 × 48. We use the PALM outputs and three key predictive 
variables (topography, building heights, and emissions) in Dongguan as 
inputs data (Fig. S9). These data are gathered and processed following 
the same methodology as that employed in Nanjing. 

Comparing the distribution of predicted CO concentrations by the 
PALM and CNN models in Dongguan, our study reveals a strong corre
lation coefficient (R value) (0.675–0.804), and low RMSE (0.273–0.331 
mg/m3) (Fig. 5c–d and Figs. S10–S11). These results show that the 
prediction performance of the CNN model for CO concentration in 
Dongguan is stronger in the northwest and southeast directions (R =
0.804, RMSE ≈ 0.273 mg/m3) than other wind directions. Furthermore, 
the CNN model successfully identifies some key features, such as higher 
CO concentrations on major roads than on secondary roads. The 
modeled CO concentrations on-roads are also higher than those in off- 
road areas, indicating that they are mainly affected by traffic emis
sions (Zhang et al., 2021). The CNN model’s overestimation of pollutant 
concentrations on the roads of Dongguan city can be primarily attrib
uted to the input variables, with a significant emphasis on emissions 
data. Dongguan experiences higher vehicle ownership and traffic flow 
compared to Nanjing, resulting in increased traffic-related emissions 
and thus higher simulated pollutant levels. Furthermore, the model’s 
predictions are influenced by factors such as surface roughness and the 
height of urban structures, which affect pollutant dispersion and 
contribute to the observed overestimation. To improve the model’s 
performance, future research should consider fine-tuning the parame
ters and expanding the model’s application to a variety of urban envi
ronments. This approach is expected to yield more accurate predictions 
across diverse urban scenarios. 

Combining the feature maps, we find that the different patterns ob
tained by the trained CNN model are also suitable for Dongguan. For 
instance, the emission epicenter significantly influences the CO distri
bution more than locations peripheral to the center (Fig. S6). This sug
gests that our model has the potential for broad application across 
diverse urban environments. However, the effectiveness of our model 
may be limited in cities with significantly variations in prediction var
iables. To enhance the migration capability and prediction accuracy, it is 
essential to optimize and adjust the model parameters by incorporating 
data from other cities. Our CNN model can also be extended to predict 
the high-resolution distribution of other pollutants in the future, such as 
NO2 and PM2.5 (Wolf et al., 2020). Furthermore, the model could 

potentially be integrated with other predictive models, such as the Long 
Short-Term Memory (LSTM) model, to provide real-time air quality es
timates (Lu et al., 2021b). 

4. Conclusion 

Our research demonstrates that by integrating the outputs of the 
PALM model with CNN model, we can enhance the accuracy and per
formance of urban air quality prediction. Our CNN model not only offers 
high computational speed (less than 0.2% computational time relative 
to the PALM model) and cost-effectiveness, but also preserves the fluid 
dynamic principles of the PALM model, thereby improving 
interpretability. 

The CNN model has some uncertainties. For example, input data 
quality can impact learning ability and increase prediction uncertainty. 
Since the CNN learns from PALM outputs, errors in PALM propagate to 
the CNN. Uncertainties may also arise from the CNN’s architecture and 
parameters like kernel size and activation functions. Techniques like 
data augmentation, regularization, and transfer learning, could be 
employed to tackle the limitations of CNN model. In conclusion, this 
study is among the first to propose high-resolution CNN model that 
combines PALM results and urban morphology data for air quality 
prediction. With the increasing availability of high-resolution data on 
urban architecture and traffic distribution, this model framework can be 
extended to other regions and air pollutants, such as nitrogen dioxide 
and ozone, using the same data sources (topography). The highly 
detailed concentration maps simulated across major urban regions will 
prove instrumental for smart city systems. Moreover, this air quality 
prediction can provide invaluable data for scientific research, assist in 
policy formation, raise public awareness, and support emergency 
response efforts to combat the harmful effects of air pollution. 
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